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1 Introduction

All links, references, table of contents lines etc. in this pdf are clickable.
Please note that the following instructions focus on the installation of the HPSee platform.

HPSee is a computing service platform that offers high-performance computing and access to all virtual
screening data in an utmost flexible manner. It is designed to be easily configurable, maintainable, and
fault-tolerant, allowing convenient access to remote docking and related workflows. The foundation
of the HPSee platform is Docker [1] which is free software for building, sharing, and running container
applications. HPSee comes as a container, meaning all needed packages are included in an isolated
environment to guarantee a smooth installation and execution. The HPSee platform consists of three
main components to handle chemical computations and workloads:

- The API offers a REST service for accessing compute services, receiving data, and starting new
computations. The API can be utilized to integrate HPSee into existing in-house workflows, to
couple HPSee with data workflow tools like KNIME, or in connection with clients like SeeSAR. In
the context of Docker, the compute instance or node holding the APl and the database is referred
to as manager, since it coordinates the other compute instances.

+ These other compute instances, so-called workers, carry out the “heavy lifting”. Workers contain
all needed resources to perform certain tasks independently and can be scaled throughout a
cluster to maximize node usage.

+ The database stores resulting output data as well as all information to process computations and
to queue up new tasks. This yields maximum efficiency and easy access throughout a cluster. The
database can be made accessible for further integrations and backup procedures.

An overview in Figure 1 shows how these components interact to enable large-scale computations
from a small laptop - fast visual and easy. To achieve a straightforward deployment and scalability,
HPSee is available as container images. To run these containers, the most prominent container runtime
containerd can be utilized, which is included in Docker [1] and Docker Desktop.[2]

HPSee in connection with Docker allows two basic modes of operation:

+ The compose mode [3] can be used to run all three main components of HPSee on a single ma-
chine. Please note that this mode does not scale up to multiple nodes. An application scenario
might be a single compute resource dedicated to running chemical computations in an asyn-
chronous manner. This resource can then easily be shared by a small workgroup and easy access
to the APl is provided.

+ The cluster swarm mode [4] allows to join multiple computers or nodes to form a compute clus-
ter. HPSee allows to scale up in case new nodes are added to a cluster, offering a very simple way
to use all available compute resources. Typically, one node will host the APl and database, while
all other nodes host the workers for computations. This behavior can be modified and adapted
to your needs, i.e. depending on use cases and a given cluster setup. This is the recommended
setup for workgroups that need a simple way to bundle available resources.
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Figure 1: Overview of the HPSee components interacting with each other.

2 Technical Prerequisites

The herein-mentioned requirements focus on the installation of HPSee in compose or in swarm mode.
Client software, e.g. SeeSAR, might have different requirements.

+ An application supplying a container runtime, for example

- Docker Desktop [2] on Windows systems
- Docker Engine, [5] mainly on Linux systems
- Podman, [6] only for Single Node (Compose) mode, see Section 3.2 for details
+ Operating system
- Linux is supported according to the availability of Docker Engine. The use of a pure Linux
system is recommended.
- Windows is supported for Windows 10 (version 1903, build 18362) and all later versions since
Docker requires WSL2. To check your Windows build version,
1. windows logo key + R,
2. type winver
3. click 0K
- For the use with other operating systems or hardware platforms, please contact us

+ Internet access is required for the initial setup and start of the HPSee server. This is due to the
docker images pulled during the installation. After the installation is complete, running the server
does not require internet access anymore. Only the HPSee API server node has to be internally
accessible.

- A valid license for the additional tools (from license@biosolveit.com). The path to the license
file is requested during the installation of HPSee. A new installation may be required to renew a
license.
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The hardware requirements vary based on workload and needs. Our flexible deployment enables you
to adapt your installation of HPSee to the available compute resources.

3 Deployment Configuration

3.1 Installation

For the installation of HPSee, an installer executable is provided. A shell (Linux/Unix) or a command-line
interface (Windows; e.g.: cmd.exe) is needed for the initialization of an HPSee server. Please refer to
Section 3.2 for single node setup or Section 3.3 for a swarm setup of multiple machines.

In case you are facing any difficulties throughout an installation or update procedure, please get in
touch with us: support@biosolveit.com

3.2 Compose Setup (Single Node)

1. Install Docker on the machine on which you intend to host the API, the database, and which will
carry out the computations. Please see Section 2 for further information on technical prerequi-
sites.

2. Checkthat Docker is running by executing the command docker versioninacommand prompt.
In case you receive an error message about the Docker Daemon, the Docker container runtime
has not been started. Please check your Docker installation. In case you are using Docker Desk-
top, check the engine status of the application for any errors.

3. Check that compose is available by executing the command docker compose versioninacom-
mand prompt. In case you receive an error message, compose is not available. Please check your
Docker installation and the compose documentation.[3]

4. To install HPSee, execute the installer executable in a command prompt. During the installation
process, select the Single Node (Compose) option. See Figure 2 for detailed instructions. This
will generate a yaml file storing all configurations from the installation process.

5. To start HPSee, in the folder at which the yaml file with your configuration is located, please
execute the command docker compose -f compose.yaml up -d which will also be suggested
by the installer. See Figure 2 for detailed instructions. Using this command, the device will pull
the needed images from the BioSolvelT registry, start the required services, and set up volumes
for data storage. After completion, HPSee will be up and running. Please check this by opening
the Admin Dashboard in a browser of your choice at http[s] : //<hpsee_host>:<port>. Protocol,
hostname, and port may vary based on the configuration you chose in the installation process.

6. To shut down HPSee, execute the command docker compose down as shown in Figure 4.
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http[s]://<hpsee_host>:<port>

CAHPSee\hpsee-WinGdexe X+ v

Welcome to the HPSee Installer!
This installer will guide you through the steps in order to generate a
compose-file, which serves as the central configuration for the HPSee server.

Please specify the that will be used to identify the container images
that will be pulled from BioSolvelT's registry to run the HPSee server. By
default the image tag corresponding to the version of this installer will be used.
. "

0
: 8080
C:\HPSee\biosolveit_20250331.lic

The HPSee server may be started either in or
mode. If you have set up a Docker swarm, select swarm mode. Else, if you
are running Docker on a single computer or just unsure, select single node.
* or mode: Single Node (Compose)

By default, the database is not accessible from outside the container.
You can configure an external access port, e.g. for manual inspection.
* Do you want external access to the database? n

To protect your HPSee database internally, it is highly recommended that you use
credentials such as a username and password.

Credentials can only be set at the initialization of the database. It is not possible to
add credentials to an existing database later.

The default database access is username "postgres" and no password. Enter a new
username and password or press RETURN to use the default.

* . postgres

* Do you want to start HPSee on this machine?
Written config to

<Press RETURN to finish this installer>

Figure 2: Initialization of deployment yaml file and server setup with the HPSee installer.

By default, the database is not accessible from outside the container.
You can configure an external access port, e.g. for manual inspection.
* Do you want external access to the database? in

To protect your HPSee database internally, it is highly recommended that you use
credentials such as a username and password.

Credentials can only be set at the initialization of the database. It is not possible to
add credentials to an existing database later.

The default database access is username "postgres" and no password. Enter a new
username and password or press RETURN to use the default.
= :admin
Note: The password will be written as plaintext into the compose-file,
so it is recommended not to use your standard user password. Please take care
that only authorized administrators have access to this file.

* © kR kA

* Repeat

* Do you want to start HPSee on this machine?

Written config to

tant Note: Credentials are stored in
<Press RETURN to finish this installer> plain text within the compose.yaml file.
They are independent from the
credentials used in the Admin Dashboard.
Once HPSee is running, you can either
delete the compose.yaml or move it to
store it somewhere safely.

Figure 3: Server setup with the HPSee installer using custom credentials. For more information, please
see Section 3.4,



Go to the directory where HPSee produced ‘compose.yaml’ file
previously.
If Single node, run:
docker compose down
If Swarm mode, run in the manager node:
docker stack rm <stackname>

PS K:\HPSee> docker compose down
time="202U-10-14T10:18:16+02:00" level=warning msg="K:\\HPSee\\compose.yaml: ‘version‘ is obsolete"

Container hpsee-hpsee_worker-1
Container hpsee-hpsee_api-1
Container hpsee-hpsee_db-1
Network hpsee_default

PS K:\HPSee> |

Figure 4: Shut down of a running HPSee server. The default for the <stackname> is set to HPSee.
3.3 Cluster Swarm Setup (Multiple Orchestrated Nodes)

To set up a cluster consisting of multiple nodes/compute instances, Docker Swarm [4] offers a sim-
ple and efficient implementation. Please note that all nodes planned to operate as a swarm must be
members of the same network to allow communication.

1. Install Docker on each node/compute instance of the cluster. Please see Section 2 for further
information on technical prerequisites.

2. Install Docker Swarm and create a manager node. To do this, log in to the node that you want
to use as the manager node to coordinate the other nodes. Cluster configuration commands
can only be executed on the manager node. Logged in to the manager node, please execute the
command docker swarm init. From the output of this command, please note the line starting
with docker swarm join because it will be needed to join workers in the cluster in the next step.
You may regenerate the command with docker swarm join-token worker to join nodes at any
time.

3. Join worker nodes. For this step, please log in to each of the nodes/compute instances you
would like to use as workers. On each of these nodes, please execute the command noted from
the previous step. It should have the following format:
docker swarm join --token <SWMTKN-token> <manager-ip:port>

4. Check the state of the cluster by executing the command docker node 1s on the manager
node. This command will list all nodes in the cluster and their roles. Please check that all nodes
are joined in the cluster as expected.

5. To install HPSee, execute the installer executable in a command prompt. See Figure 2 for guid-
ance, but instead of using the Single Node option, select the Swarm option. This will generate a
yaml file storing all configurations from the installation process.

6. To start HPSee, copy the generated yam1 file to the manager node. On the manager node, please
execute the command docker stack deploy -c compose.yaml HPSee which will also be sug-
gested by the installer. See Figure 2 for swarm mode. After completion, HPSee will be up and



running. Please check this by opening the Admin Dashboard in a browser of your choice at
httpls]://<hpsee_host>:<port>. Protocol, hostname, and port may vary based on the con-
figuration you chose in the installation process. The service status may also be checked with
docker stack ps HPSee from command prompt.

7. To shut down HPSee, execute the command docker stack rm <stackname> as shown in Fig-
ure 4. By default, the <stackname> is set to HPSee and may be altered individually.

3.4 Providing Credentials to Protect the Database

Login credentials in the form of a username and password to access the HPSee database are highly
recommended to protect your data. Please note that these credentials differ from the credentials sup-
plied via the APl and the Admin Dashboard (Section 4) as the latter only regulates the authentication
to HPSee. If no credentials are generated and external access to the database is configured, public
access is possible with user postgres on the specified port and without the need for a password. Cre-
dentials can only be set at the initialization of the database. It is not possible to add credentials to an
existing database later unless you remove the volume and start from scratch. Also, using credentials
is only possible for HPSee version 2.1 or later. To generate and use credentials upon setup of HPSee,
please follow the instructions shown in Figure 3. HPSee stores the username and password to access
the database in plaintext within the yaml file and propagates this information as environment variables.
Therefore, after installing HPSee successfully, please delete the yaml file or store it somewhere safe.
The username and password must be specified upon every update of HPSee if you keep your database.

The credentials can be accessed in plain text from within the Docker containers as this is predefined via
Docker. Therefore, please make sure that only designated administrators who are allowed to access
these have the right to access Docker containers on your system. Especially when using a network in
Swarm mode, if a more secure setup is needed, please refer to Docker Secrets [7]. You may also read
Section 3.4.1 for further details.

Please store your credentials somewhere safe as there is no way to recover your credentials.
Once lost, there will be no way to access an existing database set up with credentials. Please
also note, that there is no way to add new credentials or change credentials for an existing
database. If you try to overwrite credentials for an existing database, if you do not provide the
correct credentials, or if you try to add credentials for an old database, the HPSee server will not
be able to communicate with the database and your HPSee deployment will fail. Thus, please
treat your credentials with extra care!

3.4.1 Using Docker Secrets Within HPSee

If you wish to use Docker Secrets for the propagation of your database credentials, please ensure your
secrets are prepared for your deployment. For a deployment in Single node (Compose) mode, please
refer to Reference [8]. To use secrets in Swarm mode, Reference [7] gives further reference.

Please follow these steps to set up secrets for HPSee:

1. Prepare the secrets hpsee_db_username for your username and hpsee_db_pw for your password
according to the Docker documentation

2. Adapt your yaml file to allow all services to access these secrets in the default Docker Secret
location.

3. Add the following environment variables to the PostgreSQL service to use your custom creden-
tials on first database setup. They specify file locations as sources for the root credentials of
the database. See the PostgreSQL image documentation [9] for further information on how to
provide credentials.


http[s]://<hpsee_host>:<port>

+ Username environment variable key: POSTGRES_USER_FILE

- Username value: /run/secrets/hpsee_db_username

+ Password environment variable key: POSTGRES_PASSWORD_FILE
- Password value: /run/secrets/hpsee_db_pw

4. Start HPSee according to the point start HPSee in Section 3.2 for Single node (Compose) setup
or Section 3.3 for Swarm mode, respectively.

3.5 Configuration of the Database Volume

To configure an alternate location for your HPSee database, you may configure the compose.yaml in
one of the two ways:

1. Use different volumes: This is recommended if there is enough storage available at the location
of the docker installation. Please see Figure 7 for details.

2. Use a different location: This is recommended if you need to change the data storage location to
a disk with available space. Please see Figure 8 for further instructions.

3.6 Upgrade From an Older HPSee Version

To upgrade your existing HPSee deployment, please make sure there are no calculations running any-
more. If your previous version was set up with credentials to protect your database, please make sure
you have your username and password for your database at hand to redeploy HPSee before you be-
gin the update. For more information about the protection of your database with custom credentials,
please refer to Section 3.4.

If you upgrade to a newer version and keep your database, a data migration may be triggered auto-
matically. Migration here means adapting the data in your database to allow for compatibility with the
version you are upgrading to. While this process is running, the APl will not be accessible. This means
HPSee including the Admin Dashboard and all services will not be available until the migration process
has finished. Please make sure to delete all data you do not necessarily need in advance because the
migration time depends on the amount of data to be processed and it might highly increase the needed
storage for your database by adding further information for existing data. If you are unsure about the
upgrade, please contact us at support@biosolveit.com. In any case, it will be safest to make a fresh
start, as described below. To upgrade HPSee, please follow these general steps:

1. Shut down your running HPSee stack as shown in Figure 4.

2. Optional: To make a fresh start, you can remove your existing database and replace it with a new
one. Caution! This means your data on the server will be erased! Before moving forward,
please save your libraries locally if you wish to keep them. See Figure 6 for further instructions.

3. Overwrite your compose.yaml by executing the HPSee installer again, requesting a new version
number. See Figure 5 for details.

4. Optional: Configure the database to use a separate location for the new version and preserve
the old version in case you need it (see Section 3.5 for details).

5. Re-deploy your HPSee stack as shown in Figure 2.
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CAHPSee\hpsee-
Welcome to the HPSee Installer!

This installer will guide you through the steps in order to generate a
compose-file, which serves as the central configuration for the HPSee server.

* Output path “compose.yaml” exists, overwrite? [

Please specify the that will be used to identify the container images
that will be pulled from BioSolvelT's registry to run the HPSee server. By
default the image tag corresponding to the version of this installer will be used.

C:\HPSee\biosolveit_20250331.lic

The HPSee server may be started either in or
mode. If you have set up a Docker swarm, select swarm mode. Else, if you
are running Docker on a single computer or just unsure, select single node.
*

or mode: Single Node (Compose)

By default, the database is not accessible from outside the container.
You can configure an external access port, e.g. for manual inspection.
* Do you want external access to the database? in

To protect your HPSee database internally, it is highly recommended that you use

credentials such as a username al rd.

Credentials can only be set at the n of the database. It is not possible to

add credentials to an existing database later.

Important!
The default databas: ername "postgres” and no password. Enter a ne

username and pass RETURN to use the default.

*

* Do you want to start HPSee on this machine?

Written config to

<Press RETURN to finish this installer>

Figure 5: Overwrite an existing yaml file to update the HPSee version.
3.7 Cleanup Configuration

With the default settings of the API, calculations and their results are never deleted automatically. How-
ever, the automated deletion of files older than a specified number of days can be defined within the
system to keep the database clean. The number of days to keep calculations and their results before
deletion can be altered through the endpoint /System/CleanupConfiguration in the Swagger User
Interface at the following URL: http[s] : //<hpsee_host>:<port>/swagger/

A specification of 0 days will lead to the automated cleanup daily at 3 am local time. A specification of
—1 days prevents automated deletions like in the default setting.

3.8 Configuration of HTTPs Access and Certificates

Currently, HPSee offers HTTP communication only. The usage of HTTPs requires a valid server certificate
and manual editing of the yaml file. A public certificate provided by your IT is recommended. For testing
and/orinternal use, a self-signed certificate may be considered a viable workaround. A brief explanation
of how to create a self-signed certificate can be found in Section 3.8.1.

To configure HPSee suitable for HTTPs access, two lines in the yaml file must be added. Figure 9 shows
the structure of the section to be altered. Below the tag hpsee_api (1) and nested below the tag
environment (2), add the following lines (3):

Kestrel:Certificates:Default:Path: "/path/to/your/certificate.pfx"
Kestrel:Certificates:Default:Password: "< certificate password >"

Additionally, the folder containing the certificate file must be available on the machines that will host
the API. For this, the folder containing the certificate must be mounted in the container (4).

The certificate_volume Can either be a path to the folder that will be mapped to the /httpcert or
you can create a separate Docker volume [10] containing the certificate:
volumes:

- "certificate_volume:/httpcert"


http[s]://<hpsee_host>:<port>/swagger/

Go to the directory where HPSee produced compose.yaml file previously.
(a) If Single node, run:
PS K:\HPSee> docker compose down
time="2024-10-1UT10:18:16+02:00" level=warning msg="K:\\HPS
docker compose down
If Swarm mode, run in the manager node: | ————
docker stack rm <stackname> IR [0 L]

Container hpsee-hpsee_db-1
Network hpsee_default
PS K:\HPSee> |

(b) Get the volume name using;
docker volume [s

(c) Remove volume:
docker volume rm hpsee_database_volume

22 windows PowerShell X S| 2

PS K:\HPSee> docker volume ls
DRIVER VOLUME NAME
docker volume rm hpsee_database_volume
hpsee_database_volume
PS K:\HPSee> |

Figure 6: Removal of an existing database volume.

PS K:\HPSee> docker volume ls
L] W

Get the current volume name by running the DRIVER

command: docker volume [s. The name is
‘hpsee_database_volume’ in most cases.

_volume:

Hndrwme:hpsegjmtabasqyolume e hpsee—database—V01ume

in ‘compose.yaml’ that you generated and
rename it to anything other than itself. For
example, to ‘hpsee_database_volume_new’ and
save the changes.

Deploy the updated file as done previously.

Figure 7: Usage of different database volumes.
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Switch Volume to a Different Location

Copy the location of new empty folder where you
want to store the new volume.

Find database_volume:/var‘/lib/postgresql/data _
‘compose.yaml’ file that you just generated. Change

the location to your new data location by replacing it l
with your new path. Save the changes.

!

Deploy the updated file as done previously.

BioSolvelT © 2024

Figure 8: Usage of a different location.

Finally, the edited section in the file should look similar to Figure 9.

3.8.1 Creating a Self-Signed Certificate

This guide offers only a limited introduction to the creation of certificates. Please refer to the official
OpensSSL documentation [11] for further reference. The execution of the commands suggested below
will lead to the creation of the corresponding self-signed certificate files in the current directory of the
shell. Create the private key and public certificate using the following command:

openssl req -x509 -newkey rsa:4096 -sha256 -keyout my.key
-out my.crt -subj "/CN=<HOST_MACHINE>"
-days 600

Please edit the command by replacing the <HOST_MACHINE> by the name or address of your API host.
Using the flag --days 600, the generated files will be valid for 600 days. You will be asked to enter
a PEM passphrase for the private key. This will create two files, the private key my.key and a public
certificate my. crt.

To combine those two files into a single PKCS#12 (P12) bundle, please use the following command:
openssl pkcsl2 -export -in my.crt -inkey my.key -out cert.pfx

You will asked for the PEM passphrase you previously set for the private key. Next, you will be asked
to enter an export password. After the command was executed, the PKCS#12 bundle will contain both

11



@ hpsee_api:
image: image_tag
ports:
- ${API_PORT:-8080}:443
©® environment:
Db:Host: "hpsee_db"
Db:Port: 5432
G’ Kestrel:Certificates:Default:Path: "/httpcert/certificate.pfx"

Kestrel:Certificates:Default:Password: "MyCertificatePassword"

ASPNETCORE_URLS: "https://+;http://+"

volumes:

" - "certificate_volume:/httpcert"
depends_on:

- hpsee_db

Figure 9: Structure of the yaml file section to be altered for HTTPs communication. The red-marked
lines have to be added to the file.

your private key and your public certificate with the name cert.pfx. For editing the yaml file, you will
need the location of the cert.pfx file and the export password.

4 Admin Dashboard: First Steps

The Admin Dashboard provides simplified access to the most routine tasks of HPSee for an administra-
tor. Also, the Dashboard gives a quick overview of HPSee and allows certain maintenance and cleanup
tasks. Having completed the HPSee installation successfully, you can access the Admin Dashboard in a
browser of your choice at http[s] : //<hpsee_host>:<port>. Please see also Figure 10. Protocol, host-
name, and port may vary based on the configuration you chose in the installation process. The port is
specified during installation. To find the hostname or IP of your system, please refer to Section 6.1.

For afirst login, you can use the username admin and the password admin. A comprehensive overview
of the options provided within the Dashboard after login is shown in Figure 11. As a first step, please
use the menu bar to navigate to the Users page. A picture of this page with a few hints is shown in
Figure 12. Use the + button to create a new user as shown in Figure 13. Please fill in all fields of the
dialog to create a new user for yourself. In the field Role, please select Admin, since only admins can
use the Admin Dashboard. As soon as you have finished, please click CREATE USER to complete the
dialog. A success message will appear as shown in Figure 14.

Now, for a secure use of HPSee, please consider deleting the default user admin. For this purpose,
please refer to Figure 15 for further details. Log out and log in with your newly created username and
password. Navigate to the Users page again. Now, the bin icon in the table row of the default user
admin should be enabled. Click the icon and delete the user admin to prevent others from using the
default login. Create as many users as needed.

To upload a chemical library for remote docking workflows, please follow the instructions provided in
Figures 16, 17 and 18 The upload of Chemical Spaces works analogously and is shown in Figures 19
and 20. Note on the Libraries and Spaces page: The times provided in the column Created At are
provided in UTC and may therefore differ from your local system time.

12


http[s]://<hpsee_host>:<port>

(@) “ (@] HpSee x | +

Go to this address on a web browser to access the admin dashboard.
Fill in with your machine’s hostname and the port you used while
deploying HPSee. If you used 8080 > http://<hostname>:8080

o
Welcome to ®

HPSee 2. 1 .

unparalleled processing Electra

Usermname

Password

Login with admin credentials:
username and password as ‘admin
»

BioSolvelT © 2024

Figure 10: Access to the Admin Dashboard.

13




+ Light/Dark mode

+ Legal notice
* Logout ¢ ? DB

Open/Close
HPSee I Menu Bar

Admin Dashboard

_ || Overview of current number

of Users, Chemical Spaces and

Licenses Chemical Libraries uploaded <:= Session expires automatically

on the server.
s after 8 hours.

Libraries

Spaces

Menu bar to
access the pages

Version and build information.

BioSolvelT © 2024

Figure 11: First steps in the Admin Dashboard.

(&) Hpsee ¢ ? B

Admin Dashboard Refresh the table

A Home
=
Licenses N/

,_
Il

Users

Admin can Username First Name Last Name Email Is Administrator Registration Date

add/remove users _ - &
admin Administrator v a8

in this page.

Rows per page: 10 v 1-10f1 < < > >l

Current users’ information o
gets stored in the table. N

BioSolvelT © 2024

Figure 12: Users page of the Admin Dashboard.




Access to the Dashboard is restricted
to users with admin rights. You can
provide admin rights to users as
needed.

BioSolvelT © 2024

Figure 13: Dialogue to create a new user or administrator from the Admin Dashboard.

<"= Created user is listed.

BioSolvelT © 2024

Figure 14: Success message after creating a new user.
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This step is optional!

To protect your data and prevent unauthorized use of the admin login,

consider logging out of the admin account, log in with the user account
you created and delete the admin account.

Welcome to o

HPSee 2.1 .,

unparalleled processing Electra .

user1

rd

BioSolvelT © 2024

Figure 15: Deletion of the initial admin user.

Admin/users with admin rights
can upload chemical libraries.
They must be in *.sdf format with
defined 3D coordinates.

Note: Intermediate calculation results
from workflows are also stored as
library entries.

[ )
Use the Conformator tool
to generate 3D coordinates.

BioSolvelT © 2024

Figure 16: Overview of the libraries page.

16




HPSee

P — To upload a chemical library, click on the “+*
icon, browse and upload an *.sdf file.
A Home You may optionally add a description.
© Licenses f/
@ users

E' Spaces

File

K >l
© SELECT FILE

UPLOAD LIBRARY

BioSolvelT © 2024

Figure 17: Upload dialogue for a chemical library.

Follow the message.
Click refresh to see the
uploaded library.

Library upload succeeded for file
@ test_compounds.sdf
Please refresh the table!

Change library name ) Delete library
and description

This library can now be accessed in
SeeSAR's external Docking Mode.

BioSolvelT © 2024

Figure 18: Successful upload of a chemical library.
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© SELECT FILE

UPLOAD CHEMICALSPACE

BioSolvelT © 2024

Figure 19: Upload dialogue for a Chemical Space.

eded for file

That can take several

minutes.
Please refresh the table!

ROCK1-test-space Test Space for Chemical Space Docking

If a checked (n) mark is shown, the
upload is complete. This Chemical Space
can now be accessed in SeeSAR's Space
Docking Mode.

30

X

The upload takes several
minutes to complete since
fragments will be extracted
and 3D coordinates
generated. Refresh to see
the Space entry in the table.

10/14/2024 10:10:05 AM userl

BioSolvelT © 2024

Figure 20: Successful upload of a Chemical Space.

18




4.1 License Status of Workflows

The license status of each workflow provided by HPSee can be checked via the Licenses page of the
Admin Dashboard. A checkmark in the Status column symbolizes a valid license. Thus, the workflow
named by the Workflow Specifier can be started from the endpoint of the HPSee API or a client like
SeeSAR. If a status is marked by an exclamation mark, the license of the respective workflow is invalid,
for example, because it expired or was not purchased. It is not possible to execute a workflow without
a valid license. To buy a license, please get in touch with license@biosolveit.com. An example of a valid
and an invalid license status is given in Figure 21.

[
e
~

&

HPSee ’

Admin Dashboard

A Home

Licenses

Workflow Specifier

Status
A checkmark shows a

@ Users Annotation e . v
valid workflow license

@ Libraries

Verify which
workflows are

ChemicalSpaceDockingAnchoring
ChemicalSpaceDockingExtension An exclamation mark
supported by your ChemicalSpaceExtraction shows an ipvalid
license. workflow license

CoordinateGeneration
Docking

DockingAndScoring

L LK 00«

Scoring

Review your license status for each workflow that HPSee can
perform. In other words, the checkmark indicates that your

current license permits you to use the associated workflow.

BioSolvelT © 2024

Figure 21: Licenses page of the Admin Dashboard with hints about license status symbols.

5 Advanced Usage: The Swagger API Documentation

This section is only relevant for professional computational chemists or administrators intrigued by
the behind-the-scenes view. It will require you to become familiar with Swagger. Figure 22 shows
how to access the Swagger interface. The authentication and authorization are shown in Figures 23
to 25 and 26, respectively. In Figure 27, the selection of an endpoint is shown with the example of the
workflows. After execution, the documentation will also provide you with the request for the use with
cURL. It can also be used as a template for an implementation of requests via Python. An examplary
server response is displayed in Figure 28.
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3B | B HpSee API X | + v - O X

&« C @ QI https://<hostname>:<port>/swagger/index.html

Go to this address on a web browser to access
the Swagger interface.

Fill in with your machine’s hostname and the
port you used while deploying HPSee.

BioSolvelT HPSee "Electra"!

rewaggen/swagger json

To copy:
http://<hostname>:<port>/swagger/index.html
REST API for acoessing BioSolvelT's cluster & cloud ready algorithms

Terms of service

BioSolvelT GmbH - Website
Send email to BioSolvelT GmbH

HPSee provides a list of the API calls via
Swagger interface. If your needs exceed

beyond the admin dashboard, you can Fy
perform API calls directly via Swagger.
Fiter by tag
IAM A
| m /api/v1/1aM/Authenticate Authenticate a given user and create an suthorzation token v |
‘ /api/v1/IAM/Users Obtain a fist of all registered users v |
‘ /api/v1/TAN/Users/{id} Obtain detai information about a user & |

L

BioSolvelT © 2024

Figure 22: Access to the Swagger APl documentation interface.

B | B Hpsee API X | + v - O X

C @

Q https://<hostname>:<port>/swagger/index.html

BioSolvelT HPSee "Electra” @ “®
e
REST AP for accessing BioSolvelT's cluster & cloud ready aigorithms

Terms of service

BioSolvelT GmbH - Website
Send email to BioSolvelT GmbH

Before executing commands, one must ‘Authenticate’
and ‘Authorize’ their user details. To do this, go to the

first command ‘Authenticate’ under ‘|/AM’ and open it L
by clicking on it.
Fitter by tag
1AM ~
l | m /api/v1/1aM/Authenticate Authenticate a given user and create an suthorzation token v | I
‘ /api/v1/IAM/Users Obtain a fist of all registered users v |
‘ /api/v1/TAN/Users/{id} Obtain detai information about a user > |

L

BioSolvelT © 2024

Figure 23: Authentication via the Swagger interface.

20




IAM A
m /api/v1/IAM/Authenticate Authenticate a given user and create an authorization token A

Users need to authenticate in order to access certain parts of HPSees API. This endpoint validates user credentials and retums a JWT token that may be used for authenticating a user. The JWT token expires
after 8 hours.

Parameters

No parameters

Click Try it out'. The Response body becomes editable.

Replace string with your user details. Do not remove the
quotes. Click ‘ Execute’.

Parameters Cancel ] Reset |

No parameters

Request body application/json v

Parameters for authentication

<
“userNas
“passwor

BioSolvelT © 2024

Figure 24: Login to receive a token.

Responses

Snippets ¥

CURL (bash) CURL (PowerShell) CURL (CMD)
posT*
This should produce a Server
response with a code 200 if th
user details are correct. Under
Response body, copy the “token”
response excluding the quotes.

‘eyIhbGCi01ITUZIINATSINRSCCTEIKPXVCI9. eyIOdHRWO18VC2NOZHINCYSAbHXZb2FWLRIYZy93CyByMDALL ZALL 21KZWS0AXRSL2NS YWLE CY9UYN111 01 YWR EaWa1LCIqdGK 101 ISMDYANTYY Z1 05MHQYLTQOY TKEYZhHCOXZG
KNTIyMDQ3ZWMiLCIZ0WI 101 TANTEAZ)U1Z10100 i — - b19uYW111j01QHRtaHSPC3RYYXRVCA IS InZhb15eVIUYH1LIJ0111WiaHROCDOVL 3N ]aGVEYXHUbHL] CnIZb2ZoLaNVbS93CysyMDAAL
2L 21kZW50aXRSL2NS YW tcydyb2x1ToiQuRtak 40D YMNywi aHFOT jOXNZE2NDUSODA3LCIPC3MI01ICaHI Th2X2ZU1ULUNQU2V] Tii YXVKI J01SFBTZHUEQVBIING . vAip_b3spay2fit3
fzeqsupuy76r1ao09H1_eipgziig”

Print Selection...

Tke Screenshot
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Figure 25: Token in API response.
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5 | (B HpSee API X |+ v - [m] X

C @

Q https://<hostname>:<port>/swagger/index.html

Select a definition

BioSolvelT HPSee "Electra" @ ¢

REST API for accessing BioSolvelT's clust

Available authorizations x Find the button

‘Authorize’ from the
top of the page.

Bearer (http, Bearer)

To obtain a valid token, use the “Authenticate” endpoint.
Copy the token from the response and use i here to authenticate subsequent requests.
The token has to be passed as an "Authorization” header parameter, using the “Bearer” scheme.

For more info please see this documentation.

Value:

~puy76ri4009H1_eiPgZWg

1AM Authorize ~
/api/vi/1aM/Authent” — v
Paste the token and click ‘Authorize’ and ‘Close’.

/api/v1/1aM/Users Obtaina v

GET /api/vi1/1aM/Users/{id} Obtain detail information about a user v
This will Authorize the user. Now any .

commands from the page can be executed. BioSolvelT © 2024
Figure 26: Authorization via the Swager interface.

© | @ Hpsee APl X |+ v - o X
« (¢ Q http: P ® L 0 4 =

iy For example, to check all the currently
l Japi/v Obtainthe list running, previously run and queued

workflows, execute this command.

GET  WETSV%Y, 4 }

(I /api/vi/ /{3 } 3 v ﬂ]

GET RSV, { /E vl

30 /api/va/ /{ / / for v]

TE /apisvi/ /4 /Retry Requees all a -~ 5]

ESN /api/va ‘QueryPropertie: can be used for % v]

REEE

EE /api/va/ QueryPrope can be used for fiteri ing entres. vl

Annotations A

!

S /api/va/i v a ]

ChemicalSpaceDocking ~

(S5 /api/vi/ChemicalSpaceDocking/Anchoring Startanew space anchoring, ie., dock and score initial space fragments. v oa ]

0

TS /api/va/chemi Start a new space extensi v il

CoordinateGenerations A

/api/vi/Coo ions for v a ]

"
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Figure 27: Selection of an endpoint via the Swagger interface.
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. ______________________________________________________________________________________________"]
Request URL

Each workflow, along with its individual ageNumber-18Pagesize=20

steps, is included in the response. The

Coordinate Generation workflow for the

uploaded ROCK1 test space can be seen

here.

3

3
"items": [
{

{
“workflowId": "d393be38-13d1-406e 5 934ac616d”,
o =

£355b68-9a0a-427-9 9fb8cag”,

"status”: 4,
“statusDescription”: "Execution was successful”,

: "af355b68-9a0a-42f7-99b3-03ea19fbscas",

47e-3110-4007 -8eda-e7cd59416248" ,

on": "Execution was successful”,
Monitor the Coordinate generation for Chemical Space b564b397-41b9-4f5f-9798-7b270b129029",
progress 24-10-14T10:10:05.4843242",
10-14T1 1859897,
)

Monitor the time of start and
<,]= completion of workflow

api-supported-version
conten : applicatio

transfer-encoding: chunked

Reauest duration
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Figure 28: Response of the workflows endpoint via the Swagger interface.

6 Troubleshooting

6.1 Identify Hostname and IP

To identify the hostname of your system, on the commandline execute hostname. In case your system
has troubles to resolve the hostname in another context, you may as well want to determine the IP. For
this purpose, given the hostname, execute ping <hostname>. The IP will be part of the answer of the
system.

6.2 Docker Images Cannot Be Pulled From the Registry

In some cases, images cannot be pulled from the registry. This may be due to a firewall or network con-
figuration. Please contact your internal IT department. Images might as well be installed from archives
that can be provided through BioSolvelT. For images as archives, please mail to support@biosolveit.de
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6.3 Hosted services are not accessible from outside - similar network address
for services and hosting machines

This error occurs if the ingress network (default: 10.0.0.0/24) and the network address are similar.
The ingress network is meant to enable communication between containers. The network address is
utilized to link the host machines. To fix this, the established ingress network must be replaced by
a network with a different network address. To do so, please follow these steps for customizing the
default ingress network:

docker network rm ingress

docker network create --driver overlay --ingress
--subnet=<desired-subnet> --gateway=<gateway>
--opt com.docker.network.driver.mtu=1200 ingress

After completion, please redeploy HPSee. Please see https://docs.docker.com/network/overlay/
for further information. In case you are facing any difficulties that are not part of this guide, please get
in touch with us: support@biosolveit.com; and please mention any errors or warnings that you see.

6.4 Connectivity Issues Between Containers in a Swarm

A known issue is a possible ambiguity between a network of nodes and the internal network created
by Docker to enable communication between containers. The default network created by Docker is
127.17.0.0/16. To check whether your host machines are using a similar network address, please
execute ifconfig on Linux or ipconfig on Windows.

If a network device is using a similar network address, you are facing the problem addressed in this
section. In case you are using Docker Swarm, none of the nodes must have the network address of the
Docker network. A solution to this problem is to change the default network address pools that are
created by Docker:

1. Access the daemon. json file. On Linux, the file location is /etc/docker/daemon. json. On Win-
dows, you may alter the file in the settings of Docker Desktop at Settings — Docker Engine

2. Add the following lines to the file:

"default-address-pools": [
{ "base" : "11.12.0.0/16" , ‘'size" : 24}
]

Please ensure the given address is not already taken by another network device on any given
Docker host. The above changes will configure the following settings:
* "base" : "11.12.0.0/16" defines the base IP range managed by Docker

-+ "size" : 24 configures the subnet of all networks created by Docker in the given managed
IP range. In this case, the first 3 octets define the network and the last byte defines the
corresponding host addresses. With the above configuration Docker can create the network
addresses 11.12. [0-255] .0.

3. Save the changes to the daemon. json file. For this purpose, on Linux, execute the command
sudo systemctl restart docker. On Windows with Docker Desktop, click Apply & Restart

For more detailed information, please read the corresponding Docker documentation [12].
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7 Further Reading, References

Additional information about Docker is available at https://docs.docker.com/engine/reference/
commandline/cli.

At this stage, a complementary version of SeeSAR as a client can be obtained on demand from Bio-
SolvelT.
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We wish you great success and much joy with HPSeel!
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